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Introduction

Ø Today, the success of a business is closely intertwined with its IT 
performance.
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Ø IT Service Management (ITSM) refers to the all the activities that 
are performed to plan, deliver, operate and control the IT 
services provided to customers (i.e., business enterprises).

Ø Traditional ITSM technologies are impossible to handle the 
challenges introduced by today’s growing complexity of IT 
environment.



Introduction

Ø Many ITSM products are booming from different companies. Aiming at providing higher quality 
and more complex services, IT service providers are increasingly seeking cognitive techniques to 
automate or optimize their services. 
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Background
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A typical workflow of IT Service Management involves a mix of human engineers, process and 
information technology.

Problem 
Determination

Problem 
Diagnosis

Problem 
Resolution

labor-intensive 

A typical workflow of IT service management.
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Motivation

A ticket in IT service management and its 
corresponding resolution are given.

Structured fields:
often inaccurate or incomplete especially 
information which is not generated by 
monitoring systems.

Unstructured text:
written by human engineers in natural 
language. Potential knowledge includes:

1. What happened? Problem
2. What troubleshooting was done?

Activity
3. What was the resolution? Action

9



Challenges

Ø Challenge 1: Structured fields contribute little information to the problem inference.
Ø Challenge 2: The ambiguity brought by the free-form text in both ticket summary 

and resolution poses difficulty in information extraction and problem inference.
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Related Work
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Ø Ontology modeling [1] 
○ Applied into various domain (e.g., natural language processing [2], 

recommender systems [3])
○ Automatic ontology generation [4,5,6,7,8]

■ by analysing natural structured text [6, 8]
■ by exploring Wikipedia semi-structured text [7]



System Overview

An overview of the integrated framework.

Ø Our proposed integrated framework consists of 
three stages: 
1. Phrase Extraction Stage

(a)  Phrase Composition and Initial Summary Analysis 
Component

(b)  Phrase Refining Component
2. Knowledge Construction Stage
3. Ticket Resolution Stage

12



I: Phrase Extraction Stage

Ø In this stage, our framework finds important domain-
specific words and phrases (‘kernel’).
o Constructing a domain-specific dictionary

§ Mining the repeated words and phrases from 
unstructured text field.

§ Refining these repeated phrases by diverse 
criteria filters (e.g., length, frequency, etc.).
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Phrase Composition and Initial Summary Analysis

Ø Use Stanford NLP Annotator [9] for preprocessing ticket data.
Ø Build a domain dictionary by using Word-Level Lempel-Ziv-Welch compression algorithm. [10]
Ø Calculate the frequency of the repeated phrases in tickets data by using Aho-Corasick algorithm. [11]

History tickets data

Hot Phrases
Patten + Frequence

Repeated pattern extraction and frequency estimation.
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Frequency of Phrase Estimation

An example of a finite state string pattern matching machine.

Assume we have a dictionary D 
composing { 
“job failed due to plc issue,”
“job failed due to database deadlock,”
“job failed due to sql error,” 
“database connectivity,”
“sql server,” 
“sql server memory”
}.
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Phrases Refining 

In this stage, we apply two filters to the extracted repeated phrases allowing 
the omission of non-informative phrases.

o Phrase Length & Frequency Filters (length > 20 & frequency >= 10)
o Part-Of-Speech Filter

Applied Filter Left Phrases

Frequency Filter >= 10 1117 items

Length Filter > 20 613 items

PoSTag Filter 323 items

Result of Frequency/Length Filter and PoSTag Filter. 
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Definition of technical term’s schemes

Definition of action term’s schemes



Ontology model depicting interactions among classes.

II: Knowledge Construction Stage

In this stage, we first develop an ontology model, and then 
tag all the phrases of the generated dictionary with the 
defined classes. 

Ø Build the ontology model 
o Define classes
o Define relations

Ø Knowledge Archive
o Manually tag the important phrases in the 

dictionary with their most relevant defined 
classes.

17

Definition of the Classes in Ontology



II: Knowledge Construction Stage

➔ Initial Domain Knowledge Base:

Class Number of  Tagged Phrases

Entity 628 items

Activity 243 items

Action 24 items

Problem Condition 22 items

SupportTeam 76 items
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III: Ticket Resolution Stage
The goal of this stage is to recommend operational phrases for an incoming ticket.
Ø Information Inference component: 

o Class Tagger Module processes incoming ticket in three steps.
§ tokenize the input into sentences; 
§ construct a Trie using ontology domain dictionary; 
§ find the longest matching phrases of each sentence using the Trie and    

knowledge base, then map them onto the corresponding ontology classes
o Define Concept Patterns for Inference: concept patterns based on Problem, Activity 

and Action concepts:
§ Problem describes an entity in negative condition or state.
§ Activity denotes the diagnostic steps on an entity. 
§ Action represents the fixing operation on an entity.

19



III: Ticket Resolution Stage

Post loading failed due to plc issue. Update the gft after proper 
validation and processed the job and completed successfully. 

20

(post loading)/(Entity) (failed)/(ProblemCondition) due to (plc 
issue)/(Entity). (Update)/(Activity) the (gft)/(Entity) after (proper 
validation)/(Entity) and (processed)/(Activity) the (job)/(Entity) and 
(completed)/(Action) successfully. 



III: Ticket Resolution Stage

The goal of this stage is to recommend operational phrases for an incoming ticket. 
Ø Ontology-based Resolution Recommendation component

o Ontology model can greatly facilitates our resolution recommendation task 
by better capturing the similarity between ticket summaries.

21

Noisy ticket summary examples



Experiment

Ø Dataset
o Experimental tickets are collected from real production servers of IBM Cloud Monitoring 

system covers three month time period containing |D| = 22,423 tickets.
o Training data: 90% of total tickets
o Testing data: 10% of total tickets

Ø Evaluation Metrics
o Precision, Recall, F1 score and Accuracy.
o Accuracy = (TP + TN)/(TP + TN + FP + FN)
o Precision = TP/(TP + FP)   Recall = TP/(TP + FN)
o F1 score = 2 Precision Recall / (Precision + Recall)
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Experiment

Ø Ground Truth
o Domain experts manually find and tag all phrases instances into six predefined classes in 

testing dataset.
Ø Evaluate our integrated system

o Class Tagger is applied to testing tickets to produce tagged phrases with predefined classes. 
Comparing the tagged phrases with ground truth, we obtain the performance.

Evaluation results of our integrated system.
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Experiment

Ø Evaluate Information Inference
o Usability: we evaluate the average accuracy to be 95.5%, 92.3%, and 

86.2% for Problem, Activity, and Action respectively.
o Readability: we measure the time cost. Domain expert can be quicker to 

identify the Problem, Activity and Action which output from the Information 
Inference component from 50 randomly selected tickets.
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Summary of this section

This work has been published in IEEE SCC 2017 and awarded as the best 
student paper. 

Wang, Qing, et al. "Constructing the knowledge base for cognitive IT service 
management." Services Computing (SCC), 2017 IEEE International Conference on. IEEE, 
2017.

The extended work with a deep ranking model is submitted to the journal TSC.
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IT automation recommendation modeling

28

IT automation services (ITAS) [12] is introduced into IT service management. 

A rule-based Virtual Engineer

Problem Server I

Problem Server 2

An overview of IT Automation Services



IT Automation Recommendation Modeling
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A sample ticket in ITSM with its corresponding automaton.

feedback



A General Process of Interactive Recommendation
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Problem Space

Automation Space

Profiling Problem Profiles

Interactive
Recommendation

Algorithms

Problem 
Determination

Complex 
Relations

Cold-start 
Problem

Contextual Multi-armed Bandits Interactive Collaborative Filtering

Interaction
Data



Challenges

Ø Challenge 1: How do we appropriately solve the well-known cold-start problem [13] in IT 
automation services?

Ø Challenge 2: How do we utilize the interactive feedback to adaptively optimize the 
recommending strategies of the enterprise automation engine to enable a quick problem 
determination by IT automation services?

This can be naturally modeled as a contextual multi-armed bandit problem, which has been widely 
applied into various interactive recommender systems. [14, 15, 16]

31



Challenges

Ø Challenge 3: How do we efficiently improve the performance of recommendation using the 
explicit automation hierarchies of IT automation services?

32

For example, a ticket is generated due to a failure of 
the DB2 database. The root cause may be database 
deadlock, high usage or other issues.



Related Work
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Ø Interactive Recommender Systems [15, 16]
Ø Multi-armed Bandit Algorithms [14, 20]

○ ɛ-greedy, UCB [14], Thompson Sampling [20].
○ Used to balance the tradeoff between exploration and exploitation in 

recommender system.
Ø Multi-armed Bandit Problems with Dependent Arms [17, 18, 19]

○ Use the taxonomy to explore the dependencies among arms in the context-free 
bandit setting. [18]

○ Learn the item hierarchy by a small number of user profiles. [19]



Multi-armed Bandit Problem
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Ø A gambler walks into a casino
Ø A row of slot machines providing a random rewards
Ø A tradeoff between exploration and exploitation.

Objective: Maximize the sum of rewards (Money)!

Ø The MAB problem is a classical paradigm in machine learning 
in which an online algorithm choses from a set of strategies in a 
sequence of trials so as to maximize the total payoff of the 
chosen strategies. [30]



Example: News Recommendation

35MAB	model

news articles

article 1

Like it?

Not really!

feedback
article 1

article 2

article N

User m



Contextual Multi-armed Bandit Model
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A graphic model of conventional contextual MAB.

The reward 𝑟",$ is typically modeled as a linear combination of the feature vector 𝑥$ given at time 𝑡 = [1, … , 𝑇]
as follows: 𝑟",$	~	𝑁(𝑥$0𝜃", 𝜎"3)

The optimal policy 𝜋∗ is defined as the one with maximum accumulated expected reward after T iterations: 

𝜋∗ = 𝑎𝑟𝑔max
;

<𝐸>?(AB)(𝑥$
0𝜃;(DB)|𝑡) 

0

$FG



Online IT Automation Recommendation Modeling
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In IT automation recommendation modeling, 
Ø let 𝜜 = {𝒂 𝟏 , … , 𝒂 𝑵 } denote a set of automations (i.e., scripted resolutions) feasible in IT 

automation system. 
Ø Every time a ticket is reported, the IT automation engine selects a proper automation according 

to contextual information (i.e., the ticket symptom) and recommends it as a possible resolution. 
The contextual information for a reported ticket at time t is represented as a feature vector 𝒙𝒕 ∈
X, where X denotes the d-dimensional feature space. 

Ø Every recommended automation 𝒂 𝒊 ∈ 𝑨	at time 𝑡, has a corresponding feedback indicating 
whether or not the ticket has been successfully resolved.



Hierarchical IT Automation Recommendation Modeling
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Let 𝑯 denote the taxonomy. Given a node 𝒂 𝒊 ∈ 𝑯, 𝒑𝒂(𝒂 𝒊 ) and 
𝒄𝒉(𝒂 𝒊 ) are used to represent the parent and children sets, respectively.

o A leaf node of H represents an automation
o Non-leaf node is category or subcategory information.
o Therefore, the multi-armed bandit problem for IT automation 

recommendation is reduced to selection of a path in H from root to a 
leaf node, and multiple arms along the path are sequentially selected 
based on the contextual vector 𝒙𝒕 at time 𝑡.



Hierarchical IT Automation Recommendation Modeling
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A rule-based Virtual Engineer

Problem Server

Hierarchical Multi-armed Bandit Model

update parameters

An incident ticket



Hierarchial Multi-armed Bandit Algorithms
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Hierarchial Multi-armed Bandit Algorithms
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At time t = [1,…,T]:

Level 0

Level 1

Level 2

Ø We formulate it as a contextual bandit problem with dependent arms organized hierarchically, which 
can match the arm feature spaces from a coarse to fine level.



Hierarchial Multi-armed Bandit Algorithms
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Level 0

Level 1

Level 2

At time t = [1,…,T]:



Hierarchial Multi-armed Bandit Algorithms
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Level 0

Level 1

Level 2

At time t = [1,…,T]:



Hierarchial Multi-armed Bandit Algorithms
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Level 0

Level 1

Level 2

1 or 0

At time t = [1,…,T]:
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Level 0

Level 1

Level 2

1 or 0

At time t = [1,…,T]:



Hierarchial Multi-armed Bandit Algorithms
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Level 0

Level 1

Level 2

1 or 0

At time t = [1,…,T]:



Experiment 
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Ø Data Set
○ Experimental tickets are collected by IBM Tivoli Monitoring system covering from 

July 2016 to March 2017 with the size of |D| = 116,429.
○ The dataset contains 1,091 alert keys (e.g., cpusum_xuxc_aix, prccpu_rlzc_std) and 62 

automations (e.g., NFS automation, process CPU spike automation) in total.
○ A given three-layer hierarchy H. 

Ø Evaluate Method
○ Replayer method. [21, 29]



Experiment 
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Experiment: A Case Study
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Summary of this section

This work has been published in SIAM International Conference on Data Mining (SDM) 
2018. 

Q. Wang, T. Li, S. S. Iyengar, et al. Online it ticket automation recommendation using 
hierarchical multi-armed bandit algorithms. In SDM. SIAM, 2018.
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Challenges

Ø Challenge 1: How do we solve the cold-start problem in IT automation services?
Ø Challenge 2: How do we adaptively recommend a proper automation in IT automation services?

53

Ø Challenge 3: How do we effectively recommend a proper automation with no explicit hierarchical 
information and, in the worse case, with no contextual information of the incident ticket in IT 
automation services?



Challenges
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Rating Matrix

Automaton
Ticket 

Problem

Two different ticket problems in IT service management

This can be naturally modeled as an interactive collaborative filtering problem, which has been first 
introduced in [15].



Interactive Collaborative Fitlering Problem 
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Bayesian Probabilistic Matrix Factorization

Collaborative 
Bandit Model 

Recommend an automation
Feedback (rating)
Update parameters

No context information can be observed. 

Problem 1

Problem 2

Problem N

…



Where																																																																																											𝕊(𝑡) is available information observed at time 𝑡.

There are M ticket problems and N automations. The partially observed matrix R is the preference of 
the ticket problem for the automation. In the collaborative bandit model, the rating is estimated by a 
product of ticket problem and automation feature vectors 𝒑𝒎 and 𝒒𝒏. 

Matrix-Factorization based IT Automation 
Recommendation Modeling

56

𝑟[,\	~	𝑁(	𝑝[0 𝑞\, 𝜎3) 

The objective function can be written as follows:



Related Work
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Ø Probabilistic Matrix Factorization [27, 28]
Ø Interactive Collaborative Filtering [15, 24, 25, 26]

○ Study the collaborative filtering in the bandit setting [15, 24]
○ Considering the user-side clustering [25, 26] 

Ø Collaborative topic modeling [22, 23]
○ Integrate topic modeling into an matrix factorization setting



Interactive Collaborative Topic Regression Model
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The graphical representation for ICTR model.

The predicted rating 𝑟̂[,$ can be inferred by



Online Inference of ICTR Model: Particle Learning
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Online Inference of ICTR Model: Particle Learning
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Let 𝒫[,\ $aG 	denote the particle set at time 𝑡 − 1 and 𝒫[,\($aG)
(c) 	be the 𝑖$e particles given both ticket 

problem 𝑚 and automation 𝑛(𝑡 − 1) at time (𝑡 − 1), where 1 ≪ 𝑖 ≪ 𝐵. Each particle has a weight, 
denoted as 𝜌(c)	, where ∑ 𝜌(c)l

cFG =1. The fitness of each particle 𝓟𝒎,𝒏(𝒕a𝟏)
(𝒊) is defined as the 

likelihood of the observed data 𝒙𝒎,𝒕 and 𝒓𝒎,𝒕. Therefore, 

As further deriving, 

Re-sample Particles with Weights

61



Latent State Inference
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Provide with new observation 𝑥[,$ and 𝑟[,$ at time 𝑡,  the random state 𝑧[,$	can be any one of 𝐾 topics.
The posterior distribution of 𝑧[,$ is shown as follows, where 𝜃 ∈ 	ℛr:

𝜃 can be computed by 
𝜃 ∝ 𝐸(𝑝[,"	|𝑟[,$	, 𝜆) u 𝐸(Ψ",\	|𝑟[,$	, 𝜆)

Where ℐ u is an indicator function, returns 1 when the input Boolean expression is true and otherwise  
return 0. 



Parameter Statistics Inference
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Assume                                         are the sufficient statistics at time 𝑡, which are updated on the 
sufficient statistics                              at 𝑡-1,	and	new	observation	data 𝑥[,$	and 𝑟[,$ at time 𝑡 as follows.

At time 𝑡, the sampling process for the parameter random variables                          is summarized as 
below: 



Integrate with Policies: Thompson sampling

64

Without new observation 𝑥[,$ and 𝑟[,$, the particle re-sampling, latent state inference and parameter 
statistics inference for time 𝑡, therefore, we utilize the latent vectors 𝑝[ and 𝑞\ sampled from their 
posterior distributions at time 𝑡-1 predicting the reward for each arm. 

In our model, each item has B  independent particles. Based on Thompson sampling, the policy select 
an arm n(t) using the following equation:

Where         denotes the average reward:   



Integrate with Policies: UCB
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According to UCB policy, it select an arm n(t) based on the upper bound of the predicted reward. 
Assuming that                                

the UCB is developed by the mean and variance of predicted reward. 

where 𝛾 ≫ 0 is a predefined threshold, and the variance is 

𝑟̅[,\= G
l
∑ 𝑟[,$

(c)l
cFG



ICTR Algorithms
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Experiment 
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Ø Data Set

Ø Evaluate Method
○ Replayer method. [21]

Data Set IBM Global IT Ticket Data Set Yahoo News MovieLens (10M)

# ticket problems 1,091 #users 226,710 71,567

# automations 62 #items 652 10,681

# ratings 116,429 #ratings 280,410,150 10,000,054



Experiment
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Fig. 1: The average RSR of IT ticket data is given along
each time bucket. All algorithms shown here are
configured with their best parameter settings.

Fig. 2: The average CTR of Yahoo! Today News data is
given along each time bucket. All algorithms shown
here are configured with their best parameter
settings.

Fig. 3: The average rating of MovieLens (10M) data is
given along each time bucket. All algorithms shown
here are configured with their best parameter
settings.



Experiment
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Experiment
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A Case Study on Ticket Data
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Ø ICTR model can fully learns the latent feature vector of each automation.
Ø We are trying to categorize an automation named “process missing” using Euclidean distance. 

An example of categorizing an automation.



A Case Study on MovieLens (10M)
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Summary of this section

This work has been published by IEEE TKDE 2018 and IEEE Big Data 2018.

1. Wang, Qing, et al. "Online interactive collaborative filtering using multi-armed bandit with 
dependent arms." IEEE Transactions on Knowledge and Data Engineering (2018).

2. Wang, Qing, et al, "AISTAR: An Intelligent Integrated System for Online IT Ticket Automation 
Recommendation", In Proceedings of the 6th annual IEEE International Conference on Big Data 
(IEEE Big Data 2018), Seattle, WA, USA 2018.
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